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Chapter 1

Introduction

It is expected that some types of events that are observed will naturally cluster in
time. An earthquake typically increases the geological tension of the region in which
it occurs, and aftershocks will likely follow (Ogata/1988)). A fight between rival gangs
might ignite a spate of criminal retaliations (Mohler et al.[2011)). Selling a significant
quantity of a stock could precipitate a trading flurry or, on a larger scale, the col-
lapse of a Wall Street investment bank could send shockwaves through the world’s
financial centres (Azizpour et al.|[2010)).

A mathematical model for these so-called ‘self-exciting’ processes is the Hawkes
process (Hawkes [1971al). The Hawkes process is a counting process that models a
sequence of ‘arrivals’ of some type over time, e.g. earthquakes, gang violence, trade
orders, or bank defaults. Each arrival excites the process in that the likelihood of a
subsequent arrival is increased for some time period after the initial arrival. As such,
it is a non-Markovian extension of the Poisson process.

As the Hawkes process literature in financial fields is particularly well developed,
applications in these areas are chiefly considered. Some datasets seem intuitively to
come from a self-exciting process, such as the number of companies defaulting on
loans each year (seen in Fig.. Similarly, using a basic Poisson process to model
the arrival of trade orders to a stock is a highly unrealistic notion (an example
plot failing this hypothesis is shown in Fig.. This is because participants in
equity markets exhibit a herding behaviour, a standard example of economic reflex-
ivity (Filimonov and Sornette |2012)).

Though the Hawkes process has been widely used in many fields it is often dif-
ficult to fit to a dataset. Current methods are computationally inefficient, biased,
convoluted, or rely on simplifying assumptions. The process of generating, model
fitting, and testing the goodness of fit of Hawkes processes is examined in this thesis.

The remainder of this thesis is structured as follows. Some background to Hawkes
processes is given in Chapter 2] and then the history of Hawkes processes up to the

1
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Figure 1.1: (a) Global corporate defaults 1981-2011. (b) [Q—Q) plot testing daily
traded volume of code ASX:ILC to be a Poisson random variables.

latest developments and applications in Chapter |3] Chapter [4| shows how one would
fit a Hawkes process to data and Chapter [5| describes how to test such a fit. Methods
for simulating realisations of Hawkes processes are outlined in Chapter [6] with MAT-
LAB implementations included in the appendices. Finally, Chapter [7|summarises the
key insights into Hawkes processes examined in this thesis.

Sections [3.4] [3.6] and subsection have been marked with a T. These sec-
tions require background knowledge, for example in spectral analysis and financial
mathematics (such as in [Tankovi 2003). These sections can be avoided without loss
of intelligibility. In a similar fashion, overly technical definitions and comments are
footnoted and lengthy segments of proofs are placed in Appendix [A]



Chapter 2
Background

2.1 Counting and point processes

In order to precisely define the Hawkes processes, basic rules of point processes and
counting processes are developed. This chapter begins by introducing the definitions
of these two fundamental processes, building up to the Poisson process. Discussion
of the Poisson process is necessary as one can view the Hawkes process as a general-
isation of the (time-)inhomogeneous Poisson process. Note that only definitions for
the one-dimensional case are given, though many of these processes have a natural
extension to higher dimensions. To begin, consider:

Definition 1. Counting process

A counting process is a stochastic process (N(t) : ¢ > 0) taking values in
Ny that satisfies N(0) = 0, is finite, and is a right-continuous step function
with jumps of size +1. Say that (#(u) : u > 0) is the history[l| of the arrivals
up to time u.

A counting process can be viewed as a cumulative count of the number of ‘ar-
rivals’ into a system up to the current time. Another way to characterise such a
process is to consider the sequence of random arrival times T' = {1}, T5, ... } at which
the counting process N(-) has jumped. The process defined as these arrival times is
called a point process, described in Definition 2| (adapted from (Carstensen 2010)); see
Fig.2.1] for an example point process and its associated counting process.

Definition 2. Point process

If a sequence of random variables T' = {17, T, ...}, taking values in R* u
{oo}, has: P(0<To <Th <To<...) =1, P(T; < T;41,T; < 00) = P(T} < o0)
for i > 1, and the number of points in a bounded region is finite almost

surely (@x1), then T is a (simple) point process.

LStrictly speaking H(-) is a filtration, i.e., an increasing sequence of c-algebras.

3
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Figure 2.1: An example point process realisation {t1,%s,...} and corresponding
counting process N (t).

Note that point processes need not be restricted to the half-line. An equivalent
definition to Definition [2]is the random counting measurd?} The definition is included
for completeness:

Definition 3. Random counting measure

Let (F,X) be a measurable space (typically F c R? and X a o-algebra over
E) and Ty,...,T, € E be a collection of random points. Then N : ¥ - N
defined by

N(A) = Y 1T, € A)
i=1
is a random counting measure over F.

The point and counting process terminology is often interchangeable. For exam-
ple, if one refers to a Poisson process or a Hawkes process then, the reader must infer
from the context whether the counting process N(-) or the point process of times T'
is being discussed.

2See [Kallenberg)[1976 for a complete treatment.
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A way to characterise a particular point process is to give the distribution function
of the next arrival time conditioned on the past. Given the history up until the last
arrival u, written as H(u), define (as per |Ozaki|1979) the conditional [c.d.f] (and
of the next arrival time 7}, as

F*(t|H(w) = /utIP’(T,M € [s +ds] | H(u)) ds = /;tf*(s|7—l(u)) ds.

The joint density for a realisation {t1,%,...,t} is then, by the chain rule,

f(tl,tz,--->tk):ﬁf*(mrﬂ(ti—l))- (2.1)

In the literature the notation rarely conditions on these histories H(-) explicitly,
but instead places a superscript star over the function (e.g. see Daley and Vere-Jones
2003). As such these functions are instead written as F*(t) and f*(¢). This char-
acterisation provides a definition for various classes of point processes. If a point
process has a distribution f*(¢) which is independent of H(t¢) then the process is
called a renewal process. Another way to state this is that f*(t) = g(¢ —tx) for some
p-d.f] g : R* > R*, so the interarrival times are independent and identically dis-
tributed ([LLd]) random variables. For example, if these Lid] interarrival times are
exponentially distributed then the renewal process is called a homogeneous Poisson
PToCcess.

2.2 Poisson processes

Of particular interest to the study of Hawkes processes is the inhomogeneous Pois-
son process. Definition 4| describes how these processes are characterised. Again
remember that this is the one-dimensional definition, not the most general definition
of Poisson processes (see Kroese and Botev2014| for the random measure definition
used in higher dimensions and for simulation techniques).

Definition 4. Poisson process
Say a process (N(t) : ¢ >0) is a counting process and that it satisfies Vs < ¢
that N(t) — N(s) is independent of N(s) and that

A(t) h, m=1
P(N(t+h)-N(t)=m|N(t)) ={o(h), m>1
1-Xt)h+o(h), m=0

then N(t) is called a inhomogeneous Poisson process with X : R* — R*

called the intensity function; though if A\(¢) = A for all ¢ > 0, N(¢) is a
homogeneous Poisson process.
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2.3 Conditional intensity functions

Often it is difficult to work with the conditional arrival distribution. Instead an-
other characterisation of point processes is used, the conditional intensity functionf]
Originally this function was called the hazard function (Cox/|(1955) and was defined
as
[ ()
A(t) = ————. 2.2
Although this definition is still valid, Definition 5| gives a more intuitive representa-

tion of the conditional intensity function as the expected rate of arrivals conditioned
on H(t).

Definition 5. Conditional intensity function
Consider a counting process N(-) with associated histories H(-). If a func-
tion A*(t) exists such that

E[N(t+h)-N(t)|H(t)]
h

A (t) = l}%l

that only relies on information of N(-) in the pastff, then it is called the
conditional intensity function of N(-).

The terms ‘self-exciting” and ‘self-regulating’ can be defined in terms of the con-
ditional intensity function. If an arrival causes the conditional intensity function
to rise then the process is said to be self-exciting. This behaviour causes temporal
clustering of T'. In this setting A*(¢) must be chosen to avoid explosion (defined as
N(t) = oo for finite ¢ with non-zero probability). See Fig.[2.2]for an example realisa-
tion of such a \*(t).

The opposite behaviour could be observed, in that the conditional intensity func-
tion drops after an arrival. This type of process is called self-requlating and the arrival
times appear quite temporally regular. Such processes are not examined in this doc-
ument, though a simple example would be the arrival of speeding tickets to a driver
over time (assuming each arrival causes a period of heightened caution when driving).

3Indeed if the conditional intensity function exists it uniquely characterises the finite-dimensional
distributions of the point process (see Proposition 7.2.IV [Daley and Vere-Jones|2003)).
“Le. A\*(t) is H(t)-measurable.
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Figure 2.2: An example A\*(¢) for a self-exciting process.

2.4 Compensators

Frequently the integrated conditional intensity function is needed (e.g. in parameter
estimation and goodness of fit testing), hence it has been named:

Definition 6. Compensator
For a counting process N(-) the non-decreasing function

A(t) = fotx(s) ds

is called the compensator of the counting process.

In fact a compensator is typically defined more subtly’] and existf] even when
A*(+) does not exist. However for Hawkes processes A\*(:) always exists (in fact, a
Hawkes process is defined by this function) and therefore Definition @ is sufficient.

®Technically A(t) is the unique #(t) predictable function, with A(0) = 0, and is non-decreasing,
such that N(t) = M(t) + A(t) almost surely for ¢ >0 and where M (t) is an H(t) local martingale.
6Existence guaranteed by the Doob-Meyer decomposition theorem.
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Chapter 3

Literature Review

3.1 Hawkes process definition

Point processes gained a significant amount of attention in the field of statistics
during the 1950s and 1960s. First Cox| (1955) introduced the notion of a doubly
stochastic Poisson process (now called the Cox process) and Bartlett] (1963a,bl, [1964))
investigated statistical methods for point processes based on their power spectral den-
sities. At IBM Research Laboratories Lewis (1964) formulated a point process model
(for computer failure patterns) which was a step in the direction of the Hawkes pro-
cess. The activity culminated in the significant monograph by (Cox and Lewis (1966))
on time series analysis; modern researchers appreciate this text as an important de-
velopment of point process theory since it canvassed their wide range of applications
(Daley and Vere-Jones| 2003, p. 16).

It was in this context that Hawkes (1971a) set out to bring Bartletts spectral
analysis approach to a new process, a self-exciting point process. The process Hawkes
described was a one-dimensional point process (though defined on ¢ € R as opposed
to Poisson processes defined for t € R*), and is characterised by:

Definition 7. Hawkes process
Consider (N(t) :t € R) a counting process, with associated history (H(¢) :
t € R), that satisfies

A (t) h+o(h), m=1
P(N(t+h)-N(t)=m|H(t)) =10(h), m>1.
1-X(t)h+o(h), m=0

Suppose the process’ conditional intensity function is of the form

t
N (t) = A+ f u(t - u) AN (u) (3.1)
for some A € R* and p: R* - Rt u {O which are called the background

intensity and excitation function respectively. Such a process N(:) is a
Hawkes process.

! Assume that p(-) # 0 as the contrary would entail a homogeneous Poisson process.

9
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Figure 3.1: A typical Hawkes process realisation N(t) and associated A*(¢) plotted
against their expected values.

In modern terminology, Definition [7| describes a linear Hawkes process (the non-
linear definition is given later in Definition [8). A realisation of a Hawkes process
is shown in Fig.[3.1] with the associated path of the conditional intensity process.
Hawkes| (1971b) soon extended this single point process into a collection of self- and
mutually-exciting point processes, which is discussed after elaborating upon this one-
dimensional process.

3.2 Hawkes conditional intensity function

The form of the Hawkes conditional intensity function in Eq. is consistent with
the literature though it somewhat obscures the intuition. Using {t1,t2,... %1} to
denote the observed sequence of past arrival times of the point process up to time ¢,
the Hawkes conditional intensity is

M) =X+ w(t-t;).

ti<t
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The structure of this A\*(+) is quite flexible and requires specification of the excitation
function. A common choice for the excitation function is one of exponential decay;
Hawkes (1971a)) originally used this form as it simplified his theoretical derivations
(Hautsch/[2011)). In this case pu(+) is specified by constants «, 8 € R* such that

t
A (1) = A+ f ae 09 AN (s) (3.2)
=A+ Y ae Pl

ti<t

The constants have the following intuition: each arrival in the system instantaneously
increases the arrival intensity by «, then over time this arrival’s influence decays at
rate 5. As noted earlier \ is the background intensity of the process.

Another frequent choice is a power law function, such as

N (1) = A+ f; m AN (s)
k
& i ny

with some positive scalars ¢, k, and p. The power law form was popularised by the
geological model called Omori’s law, used to predict the rate of aftershocks caused
by an earthquake (Ogatal/1999)). More computationally efficient than either of these
excitation functions is a piecewise linear function as in |Chatalbashev et al.| (2007).
However, the following discussion will focus on the exponential form of the excitation
function.

=+

One practical problem to consider is that it is not possible to observe processes
in nature from time minus infinity. If the Hawkes process is restricted to R* with
some initial condition A\*(0) = Ao then the conditional intensity process satisfies the
stochastic differential equation (SDE])

dN*(t) = (A= X*(t))dt + adN(t), t>0.
Applying stochastic calculus to yield the general solution of
t
A (1) = e P (g A) + A+ f ae®) AN (s), t20,
0

which is a natural extension of Eq. (3.2]) (Da Fonseca and Zaatour|[2014).
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3.3 Immigration—birth representation

Stability properties of the Hawkes process are often simpler to divine if it is viewed
as a branching process. Imagine counting the population in a country where people
arrive either via mmaigration or by birth. Say that the stream of immigrants to the
country form a homogeneous Poisson process at rate A. Each person then produces
zero or more children in an [L1.d] fashion, and the arrival of births form an inhomo-
geneous Poisson process.

An illustration of this interpretation can be seen in Fig.[3.2] In branching the-
ory terminology, this immigration—birth representation describes a Galton—Watson
process with a modified time dimension. Hawkes and Oakes| (1974) used the rep-
resentation to derive asymptotic characteristics of the process, such as Theorem [I]
More modern work uses the representation for applying Bayesian techniques (see
Rasmussen |2013)).

Theorem 1. Hawkes process asymptotic normality
If

0<n::/oog(s) ds<1
0

and

foosu(s) ds < oo
0

then the number of Hawkes process arrivals in (0,¢] as ¢ — oo is normally
distributed. Using the notation that N(0,¢] = N(t) - N(0) then

N(0,t] - At/(1-n) R
]P’( \/m Sy) O(y).

For a person who enters the system at time ¢; € R, the rate at which they produce
offspring at future times ¢ > ¢; is pu(t —t;). Say that the direct offspring of this person
are the first-generation, and their offspring are the second-generation, and so on;
members of the union of all these generations are called the descendants of this t;
arrival.

Using the notation from |Grimmett and Stirzaker| (2001)) Section 5.4, define Z;
to be the random number of offspring in ith generation (with Zy = 1). As the first-
generation offspring arrived from a Poisson process Z; ~ Poi(n) where the mean n is
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v

Figure 3.2: Hawkes process represented as a collection of family trees (immigration—
birth representation). Squares indicate immigrants, circles are offspring/descendants,
and the crosses denote the generated point process.

known as the branching ratio. This branching ratio (which can take values in (0, oo ])
is defined in Theorem (1] and in the case of an exponentially decaying intensity is

I R P
n—[o ae dS—ﬁ. (3.3)

Knowledge of the branching ratio can inform development of simulation algo-
rithms. For each immigrant ¢, the times of the first-generation offspring arrivals —
conditioned on knowing the total number of them Z; — are each [L1.d] with density
u(t = t;)/n. Section [0 explores Hawkes process simulation methods inspired by the
immigration—birth representation in more detail.

The value of n also determines whether or not the Hawkes process exploded]
To see this, let g(t) = E[A*(¢)]. A renewal-type equation will be constructed for g
and then its limiting value will be determined. Conditioning on the time of the first
jump,

g(t) =E[A*(1)]
_ El/\ . fotu(t - s)dN(s)]

:)\+f0t,u(t—s)E[dN(s)].

2Using the standard definition as the event that N(t) - N(s) = oo for t — s < 0.
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In order to calculate this expected value, start with

ey oo E[N(s+h) - N(s)|H(s)] _E[dN(s)|H(s)]
A"(s) = lim h - ds

and take expectations (and apply the tower property)

_ E[E[dN(s) [#H(s)]] _ E[dN(s)]

9(5) =B[N (5)] - = - ==

to see that
E[dN(s)]=g(s)ds.

Therefore

o) =2+ [t 9)(s) ds
:)\+f0tg(t—s)u(3)ds.

This renewal-type equation (in convolution notation is g = A+ g+ ) then has different
solutions according to the value of n. [Asmussen (2003)) splits the cases into: the
defective case (n < 1), the proper case (n = 1), and the excessive case (n > 1).
Proposition 7.4 states that for the defective case

o) =BV ()] » 2 (3.4

However in the excessive case then A\*(t) - oo exponentially quickly, and hence N(-)
eventually explodes

Explosion for n > 1 is supported by viewing the arrivals as a branching process.
Since E[Z;] = n’ (see Section 5.4 Lemma 2 of Grimmett and Stirzaker|2001)) the
expected number of descendants for one person is

n

Elizz] ) iE[Zz’] - inz _ {m,

n<l

i=1 i=1 oo, mn>1

Therefore n > 1 means that one immigrant would generate infinitely many descen-
dants on average.
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When n € (0,1) the branching ratio is a probability and is intuitively understood
as the ratio of the number of total offspring to the size of the entire family (i.e., the
total offspring plus the original immigrant); that is

EX¥5 4] _ 1% _ia
1+E[X2 7] 1+ &

Therefore, any Hawkes process arrival selected at random was generated endoge-
nously (i.e., a child) with probability (W-pj]) n or ezogenously (i.e., an immigrant)
Ww-p]1-n. Most properties of the Hawkes process rely on the process being station-
ary which is another way to insist that n € (0,1) (a rigorous definition is given in
Section [3.4)), so this is assumed hereinafter.

3.4" Covariance and power spectral densities

Hawkes processes originated from the spectral analysis of general stationary point
processes. Finding the power spectral density of the Hawkes process gives access to
many techniques from the field; for example, model fitting can be achieved by using
the observed periodogram of a realisation. The power spectral density is defined in
terms of the covariance density. Once again the exposition is simplified by using the
shorthand that

dN(t) = l}iL{BlN(t-f-h) - N(t).

Unfortunately the term “stationary” has many different meanings in probability
theory. In this context the Hawkes process is stationary when the jump process
(AN(t) : t € R) — which takes values in {0, 1} — is weakly stationary. This means
that E[dN(¢)] and Cov(dN(t),dN(t+s)) do not depend on ¢. Stationarity in this
sense does not imply stationarity of N(-) or stationarity of the inter-arrival times
(Lewis [1970). Ome consequence of stationarity is that A\*(-) will have a long term

mean (as given by Eq. (3.4)

¥ =B () - Ol A (3.5)

The (auto)covariance density is defined, for 7> 0, to be

R(r) = COV(dN(t) dN(t+T)) -

dt ’ dr
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Due to the symmetry of covariance it holds that R(-7) = R(7), however R(-) cannot
be extended to all of R due to an atom at the origin. For simple point processes
E[(dAN(t))?] =E[dN(t)] (as AN(t) € {0,1}) therefore for 7=0

E[(AN(1))?] = E[dN(t)] = \* dt.

Therefore the complete covariance density (complete in that its domain is all of R)
is defined as

RO(7) = 6(7) + R(7) (3.6)

where §(+) is the Dirac delta functionﬂ The power spectral density function

S(w) = % [oo e RE (1) dr = L [F + [oo e ™ R(T)dr| . (3.7)

oo 27T =)

Up until this point the discussion (excluding the final value of Eq. (3.5))) has consid-
ered general stationary point processes. To apply the theory specifically to Hawkes
processes then consider:

Theorem 2. Hawkes process power spectral density
Consider a Hawkes process with an exponentially decaying intensity with
a < . The intensity process then has covariance density, for 7> 0,

R(r) = ag?ﬂ(%ﬁa_)g)e_(ﬁ_ah'

Hence, its power spectral density is, Yw € R,

M ([, o@B-a)
S0 g3y (1 (Fom et

Proof (adapted from |[Hawkes|[1971a)): Consider the covariance density for 7 € R~ {0}:

dN(t) dN(t+ )
dt dr

R@sz[ ]—Xﬁ‘ (3.8)

3Typically R(0) is defined such that R¢(-) is everywhere continuous. [Lewis| (1970, p. 357) states
that strictly speaking R°(-) “does not have a ‘value’ at 7 = 0”. See |[Bartlett| (1963b)),|Cox and Lewis
(1966), and Hawkes| (1971al) for further details.
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Firstly note that, via the tower property,

AN@)AN(t+7)] [ [dN(@) dN(t+7)

[dt dr ]‘E_E[ & dr H(t”)”
-E d]ggt)E[dN(;”) ’H(HT)H
=E —djg—it))\*(t +T)] :

Hence Eq. (3.8)) can be combined with Eq. (3.1) to achieve

R(7) E[M(A [M’“‘(“T‘S)dN(S))] -

dt oo

which yield{]]

R(7) = M u(r) + fw (7 =) R(7) dv

:Fu(T)+/Ooou(7'+v)R(v)dv+/OTp,(T—U)R(v)dv.

Taking the Laplace transform of Eq. (3.9)) givesﬂ

2RONO) - 7y

Note that Eq. (3.3) and Eq. (3.5)) supply

- Bﬁ_—Aa ~ Z{R(1)} (s) =

afA(28 - )
2B-a)(s+B-a)’

~ R(7) = 7 { afA(26 - ) } _ aBA(28 - O‘)e—(ﬁ—a)r_

206-a)2(s+B-a))  2(B-a)?

17

(3.9)

(3.10)

(3.11)

The value of \* from Eq. 1' and Eq. 1} can be substituted into the definition

4Refer to Appendix for details. This is a Wiener—Hopf-type integral equation.
SRefer to Appendix for details.
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given in Eq. (3.7):

S(w) = % :F+ I: e ™ R(T) dT]
= % F+ [JDO e ™ R(T)dr + /Ooo ™ R(T) dT]
- [V 2 (RO} (i) + 2 (R} (i)
_ 1 —F+ ar (28 - ) s al* (26 - a)
27 26-a)(iw+B-a) 2(8-a)(-iw+f-a)

Y [1+ a(26 - ) ]
27(5 - «) (B-a)2+w? |
]

As R(-) is a real-valued symmetric function, its Fourier transform S(-) is also
real-valued and symmetric, i.e.,

S(w) = % [F-ﬁ- [: e ™ R(T) dT] = % [F-F [: cos(tw)R(T) dT] , and

Si(w)=5(-w) +S(w) =25(w).

It is common that S, (+) is plotted instead of S(-); this is equivalent to wrapping the
negative frequencies over to the positive half-line (Cox and Lewis|1966| Section 4.5).
Fig.[3.3] shows an example spectral density.

Figure 3.3: Theoretical power density spectrum for a Hawkes process specified by
(A, a,8) =(0.5,4,5); c.f. Fig. 1 of |Ozaki| (1979).
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3.5 Generalisations of Hawkes processes

The immigration—birth representation is useful both theoretically and practically.
However it can only be used to describe linear Hawkes processes. [Brémaud and
Massoulié (1996)) generalised the Hawkes process to its nonlinear form:

Definition 8. Nonlinear Hawkes process
Consider a counting process with conditional intensity function of the form

N(t) = 0 (/; u(t—s) N(ds))

where U : R - R*) p: R* - R. Then N(-) is a nonlinear Hawkes process.
Note that selecting U (z) = A+ reduces N(-) to the linear Hawkes process
of Definition [7

Modern work on nonlinear Hawkes processes is much rarer than the original lin-
ear case (for simulation see pp. 96-116 of |Carstensen| 2010, and associated theory in
Zhu|2013)). This is due to a combination of factors; firstly, the generalisation was
introduced relatively recently, and secondly, the increased complexity frustrates even
simple investigations.

Now to return to the extension mentioned earlier, that of a collection of self- and
mutually-exciting Hawkes processes. The processes being examined are collections of
one-dimensional Hawkes processes which ‘excite’ themselves and each other. There
are models for Hawkes processes where the points themselves are multi-dimensional,
e.g., spatial Hawkes processes or temporo-spatial Hawkes processes (Mohler et al.
2011)), which are not examined in this thesis.

Definition 9. Mutually exciting Hawkes process

Consider a collection of m counting processes {Ni(-),..., Nyu(-)} denoted
N. Say {T;;:ie{l,...,m},j e N} are the random arrival times for each
counting process (and ¢; ; for observed arrivals). If for each i = 1,...,m then
N;(+) has conditional intensity of the form

M) = A + ilf; 115 (£ =) dN; () (3.12)

for some \; € R* and p; : R* - R*u {0} (u;(-) # 0), then IN is called a
mutually exciting Hawkes process. When the excitation functions are set to
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be exponentially decaying, Eq. (3.12) can be written as

mo ot
)\:(t) = )\Z + Z f Cl{id‘e_ﬁi‘j(t_s) dNJ(S) (313)
g1
= )\z + Z Zaije_ﬁivj(t_tﬂ'vk)
J=11; <t
for non-negative constants {; ;,5;;:4,j=1,...,m}.

3.6 Financial applications

This section primarily reviews the work of |Ait-Sahalia et al. (2010]) and Filimonov.
and Sornette (2012). It assumes the reader has been introduced to mathematical
finance using SDEE; following chapters do not make this assumption and can be
skipped to without loss of intelligibility.

3.6.1" Financial contagion

With these definitions the discussion can turn to the latest applications of Hawkes
processes. A major domain for self- and mutually-exciting processes is financial anal-
ysis. Frequently it is seen that large movements in a major stock market propagate
in foreign markets as a process called financial contagion. Examples of this phe-
nomenon are clearly visible in historical series of asset prices; Fig.[3.4] shows one such
case.

The ‘Hawkes diffusion model’” introduced by Ait-Sahalia et al.| (2010) is an at-
tempt to extend previous models of stock prices to include financial contagion. Mod-
ern models for stock prices are typically built upon the model popularised by Black
and Scholes (1973)) where the log returns on the stock follow geometric Brownian
motion. Whilst this seminal paper was lauded by the economics community, the
model inadequately captured the ‘fat tails’ of the return distribution and so was not
commonly used by traders (Haug and Taleb 2014). Merton (1976) attempted to
incorporate heavy tails by including a Poisson jump process to model booms and
crashes in the stock returns; this model is often called Merton diffusion model. The
Hawkes diffusion model extends this model by replacing the Poisson jump process
with a mutually-exciting Hawkes process, so that crashes can self-excite and propa-
gate in a market and between global markets.
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The basic Hawkes diffusion model describes the log returns of m assets { X (), ..., X,,(+)}
where each asset ¢ = 1,...,m has associated expected return u; € R, constant volatil-
ity o; € R*, and standard Brownian motion (WX (¢) :¢ > 0). The Brownian motions
have constant correlation coefficients {p;; : 4,7 = 1,...,m}. Jumps are added by a
self- and mutually-exciting Hawkes process (as per Definition @ with some selection of
constants «.. and (..) with stochastic jump sizes (Z;(t) : t > 0). The asset dynamics
are then assumed to satisfy the [SDE]

The general Hawkes diffusion model replaces the constant volatilities with stochas-
tic volatilities {Vi(-),...,Vin(-)} specified by the Heston model. Each asset ¢ =
1,...,m has a: long-term mean volatility 6; € R*, rate of returning to this mean
k; € R*, volatility of the volatility v; € R*, and standard Brownian motion (WY (¢) :
t> O)ﬂ Then the full dynamics are captured by

AX:(t) = us dt + ViR AW (1) + Z(t) N (1)

dVi(t) = ki (0; = Vi(t)) dt + v/ Vi(t) AW (1) .

However the added realism of the Hawkes diffusion model comes at a high price.
The constant volatility model requires 5m +3m? parameters to be fit (assuming Z;(-)
is characterised by two parameters) and the stochastic volatility extension requires
an extra 3m parameters (assuming Vi,j = 1,...,m that E[W;(-)VW;(-)V] = 0). In
Aft-Sahalia et al.| (2010) hypothesis tests reject the Merton diffusion model in favour
of the Hawkes diffusion model, however there are no tests for overfitting the data
(e.g., Akaike or Bayesian information criterion comparisons). Remember that John
Von Neumann (reputedly) claimed that “with four parameters I can fit an elephant”

(Dyson| [2004)).

Simply for computational necessity the authors made a number of simplifying
assumptions to reduce the number of parameters to fit (e.g., that the background
intensity of crashes is the same for all markets). Even so, the Hawkes diffusion model
was only able to be fitted for pairs of markets (m = 2) instead of for the globe as a
whole. Since the model was calibrated to daily returns of market indices, historical
data was easily available (e.g., from Google or Yahoo! finance); care had to be taken
to convert timezones and handle the different market opening and closing times. The

6Correlation between the WX (-)’s is optional, yet the effect would be dominated by the jump
component.
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parameter estimation method used by [Ait-Sahalia et al.| (2010) was the generalised
method of moments, however the theoretical moments derived satisfy long and con-
voluted equations.

3.6.2f Mid-price changes and high-frequency trading

A simpler system to model is a single stock’s price over time, though there are many
different prices to consider. For each stock one could use: the last transaction price,
the best ask price, the best bid price, or the mid-price (defined as the average of best
ask and best bid prices). The last transaction price includes inherent microstructure
noise (e.g. the bid—ask bounce), and the best ask and bid prices fail to represent the
actions of both buyers and sellers in the market.

Filimonov and Sornette (2012) model the mid-price changes over time as a Hawkes
process. In particular they look at long-term trends of the (estimated) branching ra-
tio. In this context, n shows the proportion of price moves that are not due to
external market information but simply reactions to other market participants. This
ratio can be seen as the quantification of the principle of economic reflexivity. The
authors conclude that the branching ratio has increased dramatically from 30% in
1998 to 70% in 2007.

Later that year |Lorenzen (2012)) critiqued the test procedure used in this anal-
ysis. [Filimonov and Sornette (2012) had worked with a dataset with timestamps
accurate to a second, and this often led to multiple arrivals nominally at the same
time (which is an impossible event for simple point processes). Fake precision was
achieved by adding Unif(0, 1) random fractions of seconds to all timestamps, a tech-
nique also used by Bowsher| 2007 [Lorenzen| found that this method added an ele-
ment of smoothing to the data which gave it a better fit to the model than the actual
millisecond precision data. The randomisation also introduced bias to the Hawkes
process parameter estimates, particularly of a and . |[Lorenzen formed a crude mea-
sure of high-frequency trading activity leading to an interesting correlation between
this activity and n over the observed period.
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Figure 3.4: Example of mutual excitation in global markets. This figure plots the
cascade of declines in international equity markets experienced between October 3,
2008 and October 10, 2008 in the US; Latin America (LA); UK; Developed Euro-
pean countries (EU); and Developed countries in the Pacific. Data are hourly. The
first observation of each price index series is normalised to 100 and the following
observations are normalised by the same factor. Source: MSCI MXRT international
equity indices on Bloomberg (direct copy from |Ait-Sahalia et al.[2010)).
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Chapter 4

Parameter Estimation

This chapter investigates the problem of generating parameters estimates 0= (’)\\, a, B\)
given some finite set of arrival times ¢ = {1, 1o, ..., ¢} presumed to be from a Hawkes
procesgl] The estimators are tested over simulated data, for the sake of simplicity
and lack of relevant data. Unfortunately this method bypasses the many significant
challenges raised by real datasets, challenges that caused |Filimonov and Sornette
(2013) to state that:

“Our overall conclusion is that calibrating the Hawkes process is akin to
an excursion within a minefield that requires expert and careful testing
before any conclusive step can be taken.”

The method considered is maximum likelihood estimation, which begins by finding
the likelihood function, and estimates the model parameters as the inputs which
maximise this function.

4.1 Likelihood function derivation

Daley and Vere-Jones (2003, Proposition 7.2.III) give the following result:

Theorem 3. Hawkes process likelithood

Let N(-) be a regular point process on [0, 7] for some finite positive 7', and
let tq,...,t; denote a realisation of N(-) over [0,7']. Then, the likelihood
L of N(-) is expressible in the form

L= [ﬁ A*(ti)]exp (— [OT)\*(U) du) :

!'Note: The notation will omit the? and t arguments from functions, i.e. L = L(; t), 1 = [(8; t),
A (t) = M*(t; £,0), and A(t) = A(¢; ¢,0).

25
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Proof: The joint density function from Eq. (2.1]) is:

k
L=f(ti,ta,....te) = F*(t:)-
=1

This function can be written in terms of the conditional intensity function. Rearrange

Eq. (2.2)) to find of f*(¢) in terms of A*(¢) (as per Rasmussen|2009):

. [ (@)
MO =TT
a7 (t)
C1-F*(t)
_dlog(1-F*(t))
at

Integrate both sides over the interval (t,1):

- [0 () du=log(1 - F* (1)) - log(1 - F* (1))

The Hawkes process is a simple point process, meaning that multiple arrivals cannot
occur at the same time. Hence F*(t;) =0 as Tyy1 > t) SO

_[tx(u)duzlogu-F*(t)). (4.1)

tg

Further rearranging yields

F(t)=1-exp (— ft: )\*(u)du)
£t = )\*(t)exp(— ft "N () du) |
Thus the likelihood becomes
L-117 )
f{)\*(ti)exp (— ft t N (1) du)
[ﬁ )\*(ti)]exp(— JA " () du) | (4.2)
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This likelihood is defined for observing a process until the time of the kth arrival.
When the process is observed over some time period [0,7'] > [0, %], the likelihood
should include the probability of seeing no arrivals in the time interval (¢, T]:

L=

ﬁﬁ@iﬂJWﬂ%

Using the same formulation of F*(t) then

L= [lﬁ )\*(ti)]exp (— ‘/OT)\*(U) du) :

4.2 Simplifications for exponential decay

With the likelihood function from Eq. (4.2)), the log-likelihood for the interval [0, ]
can be derived as

k th k
z=;muwm—ﬁ/wmm=;m&wm—Mm. (4.3)

Note that the integral over [0, ;] can be broken up into the segments [0, 1], [t1, 2],
ooy [te-1,tx], and therefore

A(tk):/otk)\*(u)du:fotl )\*(u)du+l:;1/titm N (u) du.

This can be simplified in the case where \*(-) decays exponentially:

t k=l rtin
A(tk)=f0 1)\du+2|:/; A+ > ae_ﬁ(“_tj)du]
i=1 |t

tj <u

k=1 rtig 2
=Mi+« Z f Z e Pluti) qy
i=1 Yt =1
k-1 1 tit1
=Mp+ay > f e Pt dy,
t

i=1 j=1
k-1 i

= My — % Z Z [efﬁ(tnlftj) _ e*ﬁ(trtj):l .

i=1 j=1
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Finally, many of the terms of this double summation cancel out leaving?]

k-1

A(ty) = My, - % 3" [eBtt) — e Attit)]
i=1
O SN Bltnt)
=Atk—52[e et — 1] (4.4)

Substituting A*(-) and A(-) into Eq. (4.3)) gives

k i-1 k
1= log [)\ +ay e‘ﬁ(ti‘tﬂ')] - My + % S [e Pt 1] (4.5)

j=1 =1

This direct approach is computationally infeasible as the first term’s double sum-
mation implies O(k?) complexity. Fortunately the similar structure of the inner
summations allows [ to be computed with O(k) complexity (Ogata (1978, |(Crowley
2013). Denote the inner summation, for some value of i € {2,... k}, as

i-1
A(i) = Y e Pt (4.6)
j=1
This can be defined recursively in terms of A(7 - 1) as follows:
i-1
A(i) = ) e Pttty
j=1

= e PtitBti-1 gfti—Bti1 lz% e Btitht;
7=1
i—1
= e PtitPtia Z g Pti-1+ht;
7=1
-2
— e—ﬁ(ti—ti—l) (1 + Z e—ﬂ(tirtj))
7=1

= e Al (14 A(i - 1)).

With the added base case of A(1) =0, [ can be rewritten as

Zk: log(A+ aA(i)) — Mty + 3 Zk: [e_'g(tk_ti) - 1] : (4.7)
i=1

i=1

2Here the final summand is unnecessary, though it is often included, see [Lorenzen| (2012).
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Ozaki| (1979)) also gives the partial derivatives and the Hessian for this log-
likelihood function. Of particular note is that each derivative calculation can be
achieved in order O(k) complexity when a recursive approach (similar to Eq. (4.6))
is taken (Ogatal/1981). The recursion implies that the joint process (N(t),\*(t)) is
Markovian (see Remark 1.22 of Liniger/|2009).

4.3 Discussion

The understanding of the maximum likelihood estimation method for the Hawkes
process has changed significantly over time. The general form of the log-likelihood
function, Eq. (4.3), was known by Rubin! (1972)). It was applied to the Hawkes pro-
cess by |Ozaki (1979) who derived Eq. and the improved recursive form Eq. ([1.7).
Ozakil also found (as noted earlier) an efficient method for calculating the derivatives
and the Hessian matrix. Consistency, asymptotic normality and efficiency of the
estimator were proved by (Ogatal (1978)).

Therefore the maximum likelihood estimator should be a very effective technol-
ogy for model fitting. However, [Filimonov and Sornette (2012) find that for finite
sample sizes the estimator produces significant bias, encounters many local optima,
and is highly sensitive to the selection of excitation function.

Also, the O(k) complexity swiftly becomes unusable when sample sizes become
large; remember any iterative optimisation routine would calculate the likelihood
function perhaps thousands of times. The R ‘hawkes’ package thus implements this
routine in C++ in an attempt to mitigate the performance issues (Appendix
shows an optimised revision of this routine).

This performance bottleneck is the cause of the latest trend of using the gener-
alised method of moments to perform parameter estimation. |Da Fonseca and Zaatour
(2014) state that the procedure is “instantaneous” on their test sets. The method
uses sample moments and the sample autocorrelation function which are smoothed
via (rather arbitrary) user-selected procedure.
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Chapter 5
Goodness of Fit

5.1 Transformation to a Poisson process

Assessing the goodness of fit for some point data to a Hawkes model is an important
practical consideration. In performing this assessment the point process’ compen-
sator is essential, as is the random time change theorem (here adapted from Brown
et al.[2002):

Theorem 4. Random time change theorem

Say {ti,ts,...,tx} is a realisation over time [0,7] from a point process
with conditional intensity function A*(-). If A*(+) is positive over [0,7'] and
A(T') < oo @sa1then the transformed points {A(t1),A(t2),..., A(tx)} form a
Poisson process with unit rate.

The random time change theorem is fundamental to the model fitting procedure
called (point process) residual analysis. Daley and Vere-Jones| (2003)) Proposition
7.4.1V rewords and extends the theorem as suchk

Theorem 5. Residual analysis

Consider an unbounded, increasing sequence of time points {¢1,%s,...}
in the half-line (0,00), and a monotonic, continuous compensator A(-)
such that limy . A(t) = oo The transformed sequence {t},t5,...} =
{A(t1),A(t3), ...} is a realisation of a unit rate Poisson process if and only
if the original sequence {t,t,...} is a realisation from the point process
defined by A(").

Hence, equipped with a closed form of the compensator from Eq. , the quality
of the statistical inference can be ascertained using standard fitness tests for Poisson
processes. Fig.[5.1] shows a realisation of a Hawkes process and the corresponding
transformed process

1 Original work on residual analysis goes back to Meyer (1971), Papangelou| (1972) and [Watanabe
(1964) (Embrechts et al.|2011)).

31
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Figure 5.1: An example of using the random time change theorem to transform a
Hawkes process into a unit rate Poisson process.

5.2 Tests for Poisson process

5.2.1 Basic tests

There are many procedures for testing whether a series of points form a Poisson
process (see Cox and Lewis 1966 for an extensive treatment). As a first test, one
can run a hypothesis test to check Y; 1(¢} <t) ~ Poi(t). After this succeeds then the
interarrival times,

{m, 70,73, ... p ={t], t5 -5, 15— 15,. ..

2

should be tested to ensure 7; e Exp(1). A qualitative approach is to create a
[Q—QJ plot for 7; using the exponential distribution (see e.g. Fig.. Otherwise
a quantitative alternative is to run Kolmogorov—Smirnov (or perhaps Anderson—
Darling) tests.
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5.2.2 Test for independence

The next test, after confirming there is reason to believe that the 7; are exponentially
distributed, is to check their independence. This can be done by looking for auto-
correlation in the 7; sequencd? A visual examination can be performed by plotting
the points (U1, U;). If there are noticeable patterns then the 7; are autocorrelated;
otherwise the points should look evenly scattered, see e.g. Fig.[5.2bl Quantitative
extensions exist; for example see Section 3.3.3 of |Knuth (2014), or serial correlation
tests in Kroese et al.| (2011)).
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Figure 5.2: (a) [Q—Q) testing for LL.d] Exp(1) interarrival times. (b) A qualitative
autocorrelation test.

5.2.3 Lewis test

A statistical test with more power is the Lewis test as described by [Kim and Whitt
(2013)). Firstly, it relies on the fact that if {¢7,¢5,... 5} are arrival times for a unit
rate Poisson process then {tj/t%,t5/th,... .ty 1/ty} are distributed as the order
statistics of a uniform [0, 1] distribution. This observation is called conditional uni-
formity, and forms the basis for a test itself. Lewis’ test relies on applying Durbin’s
modificationf] See the end of Appendix for an implementation of the test.

2 Obviously zero autocorrelation does not imply independence, but a non-zero amount would
certainly imply a non-Poisson model.

3The modification was introduced in Durbin| (1961)) with a widely applicable treatment by [Lewis
(1965)).
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5.2.4" Brownian motion approximation test

An approximate Kolmogorov—Smirnov-type test, Algorithm 7.4.V from Daley and
Vere-Jones| (2003)), is as follows:

1. Given {t,..., t]*V(T)}, plot the cumulative step-function Y (z) through the points
(zi,y:) = (t7/T,i/N(T')) in the unit square.

2. Also plot confidence lines y = x + Zl,a/g/\/f where ®(Z1_q2) =1-a/2.

3. Finally, accept the hypothesis that {t}} come from a unit rate Poisson process
if Y'(z) stays within the confidence lines (with 100(1 - «)% certainty).

An example realisation of this test is shown in Fig.[5.3]

The authors stressed that the test is approximate in two senses. Firstly, it uses
the Brownian motion approximation to the Poisson process, and therefore it is a large
sample test. Secondly, Kolmogorov—Smirnov-type tests introduce bias when the data
being tested is also the data used to estimate parameters. Schoenberg| (2002)) shows
the interesting way in which this bias exhibits itself for small sample sizes.

However the test does not make sense statistically, nor does it perform well.
Fig.[5.4a) shows how the test performs drastically inaccurately even when using input
that is from a unit rate Poisson process with a large number of observations. Possi-
bly the /T term is a typographic error. An alternative test based on the Brownian
motion approximation is suggested.

Say that N(t) is a Poisson process of rate T. Define M (t) = (N(t) —tT)/\/T for
t € [0,1]. Donsker’s invariance principle implies that as T — oo then (M (t) : ¢t € [0,1])
converges in distribution to standard Brownian motion (B(t) : ¢ € [0,1]). Fig.[5.5
shows example realisations of M(t) for various T that, at least qualitatively, are
decent approximations to standard Brownian motion.

An alternative test it to utilise the first arcsine law for Brownian motion. That
states that the random time M* € [0, 1], given by

M* = B
arg max (s),

is arcsine distributed (i.e. M* ~ Beta(1/2,1/2)).

Therefore the test takes a sequence of arrivals observed over [0,7'] and:
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Figure 5.3: An example realisation of Algorithm 7.4.V of Daley and Vere-Jones
(2003). The blue step function gives Y (x), whereas the red dashed lines are bound-

aries of 95% confidence. The data source is 103> Hawkes process arrivals with
(A, B) = (0.5,2,2.1).

1. transforms the arrivals to {¢t{/7,t5/T,...,t;/T} which should be a Poisson pro-
cess of rate T over [0,1],

2. constructs the Brownian motion approximation M (t) as above, finds the max-
imiser M*, and

3. accepts the ‘unit-rate Poisson process’ hypothesis if M* lies within the (a/2,1-
a/2) quantiles of the Beta(1/2,1/2) distribution, otherwise reject it.

Fig.[5.4D]shows that this algorithm performs as expected. As a final note, many other
tests can be done based off properties of Brownian motion. For example, the test
could simply note that M (1) ~N(0,1) and therefore accept if M(1) € [Zy/2, Z1-a/2]
and reject otherwise.
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Figure 5.4: (a) Testing Algorithm 7.4.V of Daley and Vere-Jones| (2003) and (b)
testing proposed alternative algorithm. The algorithms were run over 103 simulated
unit rate Poisson processes over time horizon [0,103]. The blue crosses show the
observed acceptance rate of each algorithm for various significance levels. The red

dashed line shows the theoretical number of tests that should have been accepted at
each threshold.
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Figure 5.5: Realisations of Poisson process approximations to Brownian motion.
Each approximation uses 7', except (d) which is a direct simulation of Brownian
motion for comparison.
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Chapter 6
Simulation Methods

6.1 Transformation methods

For general point processes a simulation algorithm arises from the converse of the
random time change theorem (given in Section . In essence, a unit rate Poisson
process {t,t5,...} is transformed by the inverse compensator A(-)~! into any gen-
eral point process defined by that compensator. The method, sometimes called the
1mverse compensator method, iteratively solves the equations

t1 thr1
t;:fo A (s) ds, t;+1—t;:ft A*(s)ds
k

for {t1,ts,...}, the desired point process (see |Giesecke and Tomecek 2005/ and Algo-
rithm 7.4.11T of Daley and Vere-Jones| [2003)).

For Hawkes processes the algorithm was first suggested by (Ozaki (1979) and did
not explicitly state any relation to time changes. It instead focused on Eq. (4.1)),

/t:)\*(u) du =-log(1-F*(t)),

which relates the conditional [c.d.f] of the next arrival to the previous history of
arrivals {t1,%o,...,tx} and the specified A*(¢). This relation means the next arrival
time Ty,; can easily be generated by the inverse transform method, i.e. draw U ~
Unif[0, 1] then ¢, is found by solving

7981
/ X (u)du=-log(U).
Ly

For an exponentially decaying intensity the equation becomes

k k
log(U) + A(tes1 — tr) - % (Z ePlte-17t) _ Zeﬁ(t’“ti)) =0.
i=1 i=1
Solving for t;,1 can be done in linear time using the recursion of Eq. (4.6). However if
a different excitation function is used then this equation must be solved numerically,
e.g. using Newton’s method (Ogata;|1981]), which entails a significant computational
effort.
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6.2 Ogata’s modified thinning algorithm

Hawkes process generation is a similar problem to inhomogeneous Poisson process
generation. The standard way to generate a inhomogeneous Poisson process which is
driven by intensity function A(-) is via thinning. Formally the process is described by
Algorithm (1] (Lewis and Shedler||1979)). The intuition is to generate a “faster” homo-
geneous Poisson process, and remove points probabilistically so that the remaining
points satisfy the time-varying intensity A(-). The first process’ rate M cannot be
less than A(+) over [0,T].

A similar approach can be used for the Hawkes process, called Ogata’s modified
thinning algorithm (Ogata) 1981}, Liniger|2009). The conditional intensity A\*(-) does
not have an asymptotic upper bound, however it is common for the intensity to
be non-increasing in periods without any arrivals. This implies that for ¢ € (T}, T;41],
A*(t) < A*(T7) (i.e. the time just after 7}, when that arrival has been registered).
So the M value can be updated during each simulation. Algorithm [2] describes the
process and Fig.[6.1] shows an example of each thinning procedure.

Algorithm 1 Generate an inhomogeneous Poisson process by thinning

1: procedure POIsSSONBYTHINNING(T', A(+), M)
2 require: A\(-) < M on [0,T]

3 P <[], t<0.

4 while t <7 do

5: E < Exp(M).

6 t<t+ L.

7 U « Unif (0, M).

8 if t <7 and U < A(t) then
9 P <[P, t].

10: end if

11: end while

12: return P

13: end procedure
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4
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— ()
O  Accepted Points
+  Rejected Points

(b) Hawkes process

Figure 6.1: Processes generated by thinning. (a) A Poisson process with intensity
A(t) = 2 +sin(t), bounded above by M = 4. (b) A Hawkes process with (A, «, ) =
(1,1,1.1). Each (¢,U) point describes a suggested arrival at time ¢ whose U value
is given in Algorithm [1] and Algorithm [2l Plus signs signs indicate rejected points,
circles accepted, and green squares the resulting point processes.
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Algorithm 2 Generate an Hawkes process by thinning

1: procedure HAWKESBYTHINNING (T, A*(+))

2 require: \*(-) non-increasing in periods of no arrivals.

3 g < 10719 (some tiny value > 0).

4 P <[], t<0.

5: while t <7 do

6: Find new upper bound: M <« \*(t +¢).

7 Generate next candidate point: E < Exp(M), t < t+ E.
8 Keep it with some probability: U « Unif (0, M).

9: if t<T and U < A*(t) then

10 P <[P, t].

11: end if
12: end while
13: return P

14: end procedure

6.3 Superposition of Poisson processes

The immigration—birth representation gives rise to a simple simulation procedure:
generate the immigrant arrivals, then generate the descendants for each immigrant.
Algorithm [3] describes the procedure in full, with Fig.[6.2] showing an example reali-
sation.

Immigrants form a homogeneous Poisson process of rate A, so over an interval
[0,7"] the number of immigrants is Pois(AT") distributed. Conditioned on knowing
that there are k immigrants, then their arrival times C7,Cy, ..., C} are distributed
as the order statistics of [L1.d] Unif(0,7T") random variables.

Each immigrant’s descendants form an inhomogeneous Poisson process. The ith
immigrant’s descendants arrive with intensity u(t — C;) for t > C;. Denote D; to
be the number of descendants of immigrant ¢, then E[D;] = [, u(s) ds = n, and

hence D; =& Poi(n). Say that the descendants of the ith immigrant arrive at times
(Ci + E1,C; + Es,...,C; + Ep,). Conditioned on knowing D;, E; are [Li.d] random
variables distributed with w(-)/n. For exponentially decaying intensities, this
simplifies to E; e Exp(8).
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Algorithm 3 Generate an Hawkes process by clusters

1:
2
3
4:
5:
6
7
8
9

10:
11:
12:
13:

procedure HAWKESBYCLUSTERS(T', A, «, )

P < {}.
Immigrants: k < Poi(\T), C1,Cs, ..., Cy Ll Unif(0,7).
Descendants: Dy, Do, ..., Dy, Pl Poi(a/f).
for 1< 1 to k do
if D; >0 then
By, B, ..., Ep, "< Exp(8).
P« Pu{C;+E,Ci+Es,...,Ci+Ep,}.
end if
end for
Remove descendants outside [0,T]: P« {P;: P,e P,P,<T}.
Add in immigrants and sort: P < Sort(Pu{Cy,Cy,...,Ck}).
return P

14: end procedure

Family Number

Figure 6.2: A Hawkes Poisson process generated by clusters. Plot (a) shows the
points generated by the immigrant—birth representation; it can be seen as a sequence
of vertically stacked “family trees”. The immigrant points are plotted as squares,
following circles of the same height and color are its offspring. The intensity function,
with (A, «, 8) = (1,2,1.2), is plotted in (b). The resulting Hawkes process arrivals
are drawn as crosses on the axis.
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6.4 Other methods

This chapter’s contents are by no means a complete compilation of simulation tech-
niques available for Hawkes processes. |Dassios and Zhao| (2013) and Mgller and
Rasmussen (2005)) are alternatives to the methods listed above (see Appendix
for a MATLAB implementation of the former). Also not discussed is the problem of
simulating mutually-exciting Hawkes processes, however there are many free software
packages that will perform this functionality. Fig.[6.3 shows an example realisation
generated using the R ‘hawkes’ package (see also Roger Peng’s ‘ptproc’ package).
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i
Figure 6.3: A pair of mutually exciting Hawkes processes Nj(t) and Ny(t) with
parameters: A\ = Ay = 1, Q1= Q=091 =09 =2, 51,1 = 51,2 = 52,1 = 52,2 = 8. Note
that the symmetry in parameters means that Aj(t) = A\5(¢) so only one is plotted.



Chapter 7

Conclusion

Hawkes processes are fundamentally fascinating models of reality. Standard prob-
ability theory models are Markovian and hence display a disregard for the history
of the process rarely seen in nature. The Hawkes process is structured around the
premise that the history matters, which partly explains why they have been studied
in such a broad range of applications.

If the exponentially decaying intensity can be utilised, then the joint process
(N(-),\*(+)) satisfies the Markov condition, and both processes exhibit amazing an-
alytical tractability. Explosion is avoided by a < 3. The covariance density is a simple
symmetric scaled exponential curve, and the power spectral density is a shifted scaled
Cauchy [p.d.f] The likelihood function and the compensator are elegant, and efficient
to calculate using recursive structures. Exact simulation algorithms can generate
this type of Hawkes process with optimal efficiency. Many aspects of the Hawkes
process remain obtainable with any selection of excitation function; for example, the
random time change theorem completely solves the problem of testing the goodness
of a model’s fit.

The use of Hawkes processes in finance appears itself to have been a self-exciting
process. |[Filimonov and Sornette (2012), Ait-Sahalia et al.| (2010)), and |Da Fonseca
and Zaatour (2014) formed the primary sources for the financial section of Chap-
ter |3} these papers are surprisingly recent (given the fact that model was introduced
in 1971) and are representative of a current surge in Hawkes process research.

“So we beat on, boats against the current,
borne back ceaselessly into the past. ||

IF. Scott Fitzgerald, “The Great Gatsby”.
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Appendix A
Extra Proof Details

A.1 Supplementary to Theorem 2 (part one)

R(r)-E [dN(t) ()\ + [t+Tu(t i7—s) dN(s))] 3

dt

=AE[%}@]+E[%§S)(f:Tu(t+T—s)dN(s)):|—F2

:AF+Eld]Yd—iO[:Tu(t+T—S)dN(8)]—FQ.

Introduce a change of variable v = s — ¢ and multiply by ‘di—Z:

R(T) =M\ +E l[; (7 - v) d]git) dNEit; v) d“] 5

— AN(t)dAN(t+0v)] . —o
= A\* - dv—-A* .
AN* + [oo u(r U)E[ % T v

The expectation is (a shifted) R(¢)(v). Substitute that and Eq. in:
R(7) = A\ + [ w p(r =) (RO (0) + 3 ) do - A
_ 0+ [;M(T—v) (W6(r) + R(r)) dv+ X [;M(T—v)dv—ﬁz
“ O+ () + foo W(r = 0)R(r)dv + nde =X
_ V() + foo u(r =) R(r) dv+ M (A= (1-n)A).
Using Eq. yields

Ao (1=n)3 = A= (1-n)—— 0.

1-n

SR(T) = M u(T) + [; p(r=v)R(T)dv.
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A.2 Supplementary to Theorem 2 (part two)

Split the right-hand side of the equation into three functions g;, go and gs:

R(7) :FM(T)+fO°°u(T+U)R(U)dv+f07u(7—v)3(v)dv. (A1)

—
g1(7) g2(7) g3(7)

Taking the Laplace transform of each term gives
3{91(7’ }(s) f ST\ ae P dr = 8+ﬁ_
.,iﬂ{gg(T )i (s) = fo e® /0 aePTI R(v) dvdr
= fooo e R(v) —/:o e 7B dr do
= sfﬁ foweB”R(v) dv
- fﬁf{R} (8), and
Z{5()} () = Z {0} ()L RO} ) = 52 (RO} 5).
Therefore the Laplace transform of Eq. (A.1])
ZLA{R(T)} (s)=—— <)\* + Z{R(1)} (B) + Z{R(7)} (s)) (A.2)

Substituting s = # and rearranging gives that

2(5 )
So substituting the value of & {R(T)} (B) into Eq. (A.2) means

Z{R(n)}(B) =

Z{R(T)} () = ﬁ (F+ 2(;“ + Z{R(7)} (s))
25 (Ve
= Z{R(1)} (s) = S*ﬁ(l_i:? )
~ Z{R(1)} (s) = aX(25-a)

208-a)(s+B-a)



Appendix B

Open Source Contributions

B.1 R package: ‘Hawkes’

The R ‘Hawkes’ package uses C++ to compute likelihoods. This particular operation
has been optimised to be 20-30 times faster. Below is the optimised function (revision
63, https://r-forge.r-project.org/projects/havkes/):

1 // [[Repp::export]]
2 double likelihoodHawkes (SEXP lambda0 ,SEXP alpha ,SEXP beta ,SEXP v

G history)
-
4 int dimension = getDimension (lambda0) ;
5
6
7 double res = 0;
8
9 if (dimension = 1)
10
11 double m_lambda0 = as<double>(lambda0) ;
12 double m_alpha = as<double>(alpha);
13 double m_beta = as<double>(beta);
14 Repp :: NumericVector m_history (history);
15 double m.T = m_history [m_history.size () -1];
16
17 if (m_beta<m_alpha){
18 stop (" Unstable. You must have alpha < beta”);
19

}
20 double %A = new double[m_history.size () ];
21 A[0] = 0;
22 for (int i = 1; 1 < m_history.size(); i++)
23 {
24 Ali] = (1.04A[i-1])*exp(-m_beta *x (m_history[i] - ¥

& m_history[i-1])) ;

25 }
26
27 double sum = 0.0;
28 for (int i = 0; i < m_history.size(); i++)
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sum = sum+ (1 - exp(-m_beta * (m.T - m_history[i]))) ;
}
sum = (m_alpha / m_beta) * sum;
res = - m_lambda0 * mT - sum;

for (int 1 = 0; 1 < m_history.size(); i++)

{

}
delete [] Aj;

res = res + log(m-lambda0+m_alpha%A[i]);

return (-res);

telse{

Repp :: NumericVector lambda0O_internal (lambda0) ;

Repp:: NumericMatrix alpha_internal (alpha);

Repp:: NumericVector beta_internal(beta);

arma:: vec m_lambda0(lambda0_internal.begin(), dimension, v
G false);

arma::mat m_alpha(alpha_internal.begin(), dimension, v
& dimension, false);

arma::vec m_beta(beta_internal.begin (), dimension, false);

Repp:: List m_history (history);

double m.T = 0;

int *sizes = new int[dimension];
Repp :: NumericVector xvectors = new /
& Repp:: NumericVector [dimension |;
for (int n = 0; n < dimension; n++)
{
vectors [n] = as<Repp:: NumericVector>(m_history [n]) ;
sizes [n] = vectors[n]. size();
m.T = std::max(vectors[n][sizes[n]-1],m.T);

}

for (int m = 0; m < dimension; mt+)

{

double sum = 0.0;

double *Rdiag = new double[sizes [m]];
double *RNonDiag = new double[sizes [m]];
int * index=new int[dimension ];
for (int n = 0; n < dimension; n++)

{

index [n] = 0;
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}
Rdiag [0] = 0;
RNonDiag [0] = 0;
for (int i

{

}

0 .

=1; i < sizes[m]; i++4)

Rdiag[i] = (1.0+Rdiag[i-1])«exp(-m_beta(m) * v

G (vectors[m][i] - vectors[m][i-1])) ;

for (int i = 1; i < sizes[m]; i++)

{

}

RNonDiag[i] = (RNonDiag[i-1])*exp(-m_beta(m) x »

G (vectors[m][i] - vectors[m][i-1])) ;

for (int n = 0; n < dimension; n++)

{

}

if (m=n)

continue ;

}

for (int k = index[n]; k < sizes[n]; k++)
{
if (vectors[n][k] >= vectors[m][i-1])

if (vectors[n][k] < vectors[m][i])

RNonDiag[i] += exp(-m_beta(m) * v

& (vectors[m][i] - vectors|[n][k]));
}
else
index [n] = k;
break ;

for (int n = 0; n < dimension; n++)

{

for (int k = 0; k < sizes[n]; k++)

{

sum = sum + (m-alpha(m,n) / m_beta(m)) =
(1-exp(-m_beta(m) * (m.T - »
& vectors[n][k])));//Beta diagonal
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res = res - m-_lambda0(m) * mT - sum;

for (int 1 = 0; i < sizes[m]; i++)

{

sum = m_lambda0 (m) ;
for (int n = 0; n < dimension; n++)

{

if (m=mn)

{

sum

sum

sum+m_alpha (m,n)*Rdiag[i];

sum +m_alpha (m,n)*RNonDiag|1i];

res = res+log (sum);

}
delete [] Rdiag;

delete [] RNonDiag;

delete [] index;

}
delete [] sizes;
delete [] vectors;

return (-res);
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B.2 Hawkes explanatory article

A very gentle introduction to Hawkes processes using R and Python can be found
online at http://jheusser.github.i0/2013/09/08/hawkes.html. However the
corresponding example code had become stale as of April 2014. The following
figure shows the git diff of the commit which fixed that example (commit hash:
caebd645c1a3e310276379f4477ccdbf585b4656, modified file: hawkes.py):

## plot settings

import matplotlib as mpl
+import matplotlib.pyplot as plt

mpl.rc('font', **{'sans-serif':'Verdana', 'family':'sans-serif', 'size':8})

mpl.rcParams[ 'xtick.direction'] 'out’

mpl.rcParams['ytick.direction'] 'out’

ax.set_title('Fitted vs Empirical Intensities’)

plt.draw()

+plt.show()

## QQ plot of residuals
import scipy.stats as stats

ax.set_title('Residual Interevent Times"')

plt.draw()

+plt.show()


http://jheusser.github.io/2013/09/08/hawkes.html
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Appendix C

MATLAB Implementations
C.1 Goodness of fit

C.1.1 Multiple tests
To generate Fig.[5.1], Fig.[p.2 and Fig.[5.3| and to run the described hypothesis tests:

—

%% Setup work environment

clear all; rng(7);

% Simulate and plot the counting process.

figure(l); clf; hold on;

% Hawkes parameters.

lambda = 0.5; % Background intensity.

alpha = 2; % Jump in intensity after arrival.
2.1; % Decay rate.

0; % Number of jump times to look at.

© 0 N O Ok W N

— =
—= o
~ O
0]
It
U]
=
o
(@)

12

13 % Simulate the process and plot it.

14 T = SimulateHawkes (lambda, alpha, beta, k);
15 stairs ([0 T], O:numel(T));

16

17 % Discretise time.

18 t = linspace (0, max(T), 1le3);

19

20 % Plot the expectation of N(t).

21 kappa = beta - alpha;

22 EN = (lambdaxbeta/kappa)*t +

23 (lambda/kappa) * (1-1xbeta/kappa) * (1-exp (~kappaxt)) ;
24 plot(t, EN, 'r——");

25

26 axis ([0 max(T) O numel(T)]);

27 legend ({'$N(t)$', '$\mathbb{E}[N(t)]1s$'}, 'Location', ¥
& 'NorthWest', 'interpreter', 'latex');

28 drawnow;

29 set (gcf, 'OuterPosition', [500,500,300,300]);
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matlab2tikz ('..\images\goodnessl.tikz");

%% Plot the conditional
figure (2); clf; hold on;

% Plot lambda(t) .

both = sort ([t, (T+0.1)]
lboth = cif (both, T,
1l = cif(t, T, lambda,
plot (both, lboth);

o\

Plot its expectation.
E1l (lambda+beta/kappa)
plot(t, E1, 'r——");

axis ([0 max(T) 0 max(1l)]
legend ({'S$\lambda ™ (t)$"

& 'Location',
set (gcf, 'OuterPosition',

lambda,
alpha,

'NorthWest',

intensity.

)i
alpha,
beta);

beta) ;

+ lambdax (1-beta/kappa) rexp (~kappaxt) ;

)i

, '"$\mathbb{E}[\lambda"* (t)1$"'},
'interpreter', 'latex');
[500,900,300,300]); drawnow;

7

matlab2tikz ('..\images\goodness2.tikz");

)
)

Plot the compensator.
figure (3); clf; hold on;
comp = zeros(l, numel (t)
for i=l:numel (t)

comp (1)
end
plot (t,

comp, 'm'");

axis ([0 max (T)

legend ({'$\Lambda (t)s$'},
G 'latex'");

set (gcf, 'OuterPosition',

compensator (t (i), [lambda,

)

alpha, betal, T);

0 max (comp)]);

'Location', 'NorthWest', 'interpreter', V

[500,500,300,300]); drawnow;

matlab2tikz ('..\images\goodness3.tikz");

%% Transform the arrival times by the compensator to get unit

& rate PP.
figure (4); clf; hold on;

[

unitT = zeros (1,
for i=1l:numel (T)

unitT (i) =
end

compensator (T (i), [lambda,

% Calculate the compensator exactly for the original arrival times.
numel (T)) ;

alpha, betal, T);
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% Plot transformed PP.

stairs ([0 unitT], O:numel (unitT));

% Plot the expected unit rate PP.

plot (0:ceil (max (unitT)), O:ceil (max (unitT)), 'r—--");

axis ([0 max (unitT) O numel (unitT)]);

legend ({'S$N"*(£)$', 's\mathbb{E}[N % (t)]$'}, 'Location', ¥
& 'NorthWest', 'interpreter', 'latex');

set (gcf, 'OuterPosition', [500,500,300,300]); drawnow;

matlab2tikz ('..\images\goodnessd.tikz");

[

% MLE Estimate for rate assuming tranformed into a PP

1Hat = numel (unitT) / max (unitT);

fprintf ('Assuming this is a PP, estimate that lambda = %g\n', ~
& 1lHat);

%% Hypothesis test: null H is lambda = 1, alt H is lambda != 1.

% test statistic T = n_0 = numel (unitT), assuming t_-0 = V

G max (unitT) is

fixed. Then T ~ Pois(t_0).
n_0 = numel (unitT);
t_0 = unitT (numel (unitT)-1);
P =2 * min([poisscdf(n_.0, t_0) (l-poisscdf(n_0-1, t_0
fprintf ('Null hyp: This is a unit rate PP, p value = %
if p< 0.1 || isnan(p)

fprintf ('Failure!\n');
else

fprintf ('Success!\n');
end

o\

%% Q-0 plot to check interarrival times are exponentially /
 distributed.

figure (5); clf; hold on;

% Specify the quantiles to display.

quants = 0.01:0.01:0.99;

o

Calculate the expected theoretical result from Exp(l).
= —-log(l-gquants) ;

X

o\

Find empirical quantiles from the data.
= quantile (diff (unitT), gquants);

<

o

Plot them against each other. Should get points around y=x.
scatter(x, v);
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plot ([0 max([x y])], [0 max([x yI)]l, 'r');
axis ([0 max([x v]) 0 max([x v1)1);

xlabel ('Expected', 'interpreter', 'latex');
ylabel ('Observed', 'interpreter', 'latex');

set (gcf, 'OuterPosition', [500,500,300,300]); drawnow;
matlab2tikz ('..\images\goodness5.tikz");

% Test for autocorrelation in transformed interarrival times.
Reference: Lorenzen (2012) S4.2 pg 26.
figure (6); clf;

o
°
)

°

% Interarrival times

iit = diff (unitT);

% Transform via c.d.f. of Exp(l) r.v.
unif = 1 - exp(-iit);

% Plot Uk vs U_{k+1}. sShould get 2D points uniformly on [0,1]1"2.
scatter (unif (1: (numel (unif)-1)), unif (2:numel (unif)), '*');
xlabel ('$U k = F_{\mathrm{Exp} (1)} (t " »_k-t " *_{k-1})s', ¥
 'interpreter', 'latex');
ylabel ('$U_{k+1} = F_{\mathrm{Exp} (1)} (t " »_{k+1}-t " k)$', ¥
& 'interpreter', 'latex');

drawnow;
set (gcf, 'OuterPosition', [500,500,300,300]); drawnow;
matlab2tikz ('..\images\goodness6.tikz");

% Goodness of fit test: Kolmogorov-Smirnov test
Reference: Daley, Vere-Jones Algorithm 7.4V pg 262
figure (7); clf; hold on;

alpha = 0.05;

o
°
o
°

stairs ([0, unitT ./ max(unitT)], (0:numel (unitT)) ./ numel (unitT));
ciWidth = norminv (l-alpha/2)/sqgrt (max (unitT)) ;

plot ([0, 1], [ciWidth, l+ciWidth], 'r——');

plot ([0, 1], [-ciWidth, 1l-ciwidth], 'r--");

xlabel ('Normalised time', 'interpreter',6 'latex');
ylabel ('Normalised number of arrivals', 'interpreter',6 'latex');
axis ([0,1,0,17);

drawnow;
set (gcf, 'OuterPosition', [500,500,400,4001);
export_fig('..\imaqes\broken,test.pdf', '-pdf', '—transparent');

%% Good of fit test: Lewis Test
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References:
— The Power of Alternative Kolmogorov-Smirnov Tests Based on
Transformations of the Data, Song-Hee Kim, Ward Whitt,
— Some results on tests for Poisson processes By PETER A. W. /
& LEWIS

o° o o oe

o° oe

Conditional uniform: null hyp is X_k, k=1,.., n are ¢
& distribution F

$ Uk = F(Xk) for k=1,.., n ~ U[0,1]

$ Y.k = -log(l-U_k) for k=1,.., n ~ Exp(l), view as IA times of V
& PP (1)

% T-k = sum_{i<=k} Y_.i, for k=1,..,n, view as arrival times of ¥
& PP (1)

Use T_k/T.n k=1,.., n-1 ~ Unif[0,1].

Lewis test: null hyp is X_k, k=1,.., n are distribution F
Use T_k/T.n k=1,.., n-1 ~ Unif[0,1].
Uk = F(Xx.k) for k=1,.., n ~ U[0,1]

0@ o° o° o o oe

Y.k = -log(1-U.k) for k=1,.., n ~ Exp(l), view as IA times of
& PP (1)
$ T_.k = sum_{i<=k} Y_i, for k=1,..,n, view as arrival times of ¥
& PP (1)
Uk = Tk/T.n k=1,.., n-1 ~ Unif[0,1].

Now apply Durbin's modification (for n-1 points instead of n)

o° o° o° o° o oe

U_(k) k=1,...,n-1 are ordered, set U_(0) = 0, U(n) = 1.

X'k = (n+l-k) (U_(k)-U_(k-1)) k=1,...,n ~ Exp (1)

T'_k = sum_-{i<=k} X'_i, for k=1,..,n, view as arrival times of v
& PP (1)

Use T_k/T.n k=1,.., n-1 ~ Unif[0,1].

Then calculate C(X) = Coefficient of Variation = std(X)/mean (X)

If C(diff (unitT)) > 1 use upper KS test D+.n
If C(diff(unitT)) < 1 use lower KS test D-_n

o° o o oe

Use Monte Carlo simulation to find an approx. dist. for KS test.
Reference: Statistical Modeling & Computation, Kroese & Chan
= 10000; % Number of trials
DN = zeros(l, K);
n = numel (unitT);
for k=1:K
i = 1l:n;
y = sort(rand(l, n));
DN (k) = max( max(abs(y-i/n)), max (abs(y-(i-1)/n)) );
end

o° oo

=~

R = quantile (DN, 0.20);
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% MY CASE: null hypothesis is that X_.1, X_2, ... X_N are from a ~
 Hawkes
% process. Daley-Vere Jones says that w.p 1 then tau.i = ¢

& Lambdax* (t_i) is

is unit rate PP iff t_i is a realization from the point V/
& process defined

by Lambdax(t_-i). In the code tau.-i is stored in "unitT".

o\

o

New null hypothesis: T.i, i = 1,..., n are from unit rate PP.

Use something like conditional uniformity to transform this ~
& problem into

Uk = Tk/T.n k=1,.., n-1 ~ Unif[0,1].

Next apply Durbin's modification

o° o

o° oo

Apply conditional uniformity to transform this problem into
Uk = Tk/T.n k=1,.., n-1 ~ Unif[0,1].

NT = numel (unitT);

= unitT (1l: (NT-1)) ./ unitT(NT);

o° o

(e

o\

Reset so that U.k is defined for k=1,..,n. It is already sorted.

n = numel (U);

$ C=1U_(jJ) — U_(jJ-1) 2 <= j<=n+l, C.1 = U_(1), C_(n+l) = 1-U_(n)

C = diff ([0 U 11);

$ X'k = (nt2-k) (C_(k)-C_(k-1)) k=1,...,n+l ~ Exp (1)

k=1:(n+1);

XPrime = (n+2-k) .* diff (sort ([0 C1));

$ T' 'k = sum_{i<=k} X'_i, for k=1,..,n, view as arrival times of v
& PP (1)

TPrime = cumsum (XPrime) ;

% Use U' = T' k/T'_n k=1,.., n-1 ~ Unif[0,1].

UPrime = TPrime(l: (n-1)) / TPrime (n);

figure(5);
clf(5);

subplot (2, 1, 1);

hold on;

ecdf (U) ;

title('Conditional Uniformity Test for Poissonness');
plot ([0 1], [R 1+R], 'r'");

plot ([0 1], [-R 1-R], 'r'");
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239 axis ([0 1 0 11);

240 legend('Original ECDF (Uniform)', 'Approx. 80% CI',

241 'Location', 'NorthWest');

242

243 subplot (2, 1, 2);

244 hold on;

245 ecdf (UPrime) ;

246 title ('Extended Test for Poissonness (includes Durbins V/
& Modification)');

247 plot ([0 1], [R 1+R], 'r'");

248 plot ([0 1], [-R 1-R], 'r'");

240 axis ([0 1 0 11);

250 legend('Transformed ECDF (Uniform)', 'Approx. 80% CI',

251 'Location', 'NorthWest');

252

253 % Now apply Kolmogorov-Smirnov test to UPrime.

254 n = n-1; % now disregarding the last point
255 dn_plus = max(((l:n)./n) - UPrime);

256 dn_minus = max (UPrime - ((0:(n-1))./n));
257 dn = max([dn_plus dn_minus]);

259 % Estimate the p value for this statistic

260 p = sum (DN >= dn) / K;

261 fprintf ('Performed test and found p=%g\n', p);
262 1if p >= 0.20

263 fprintf ('Accept null hypothesis, this is a Hawkes Process!\n');
264 else
265 fprintf ('Reject null hypothesis, this is not a Hawkes /

& Process!\n');
266 end

C.1.2 Brownian motion approximation

To generate Fig.[5.4a] and Fig.[p.5

)

% Testing Daley, Vere—Jones Algorithm 7.4.V (p. 262).
rng (1) ;
alphas = 0.01:0.01:0.99;

o

% Observed time horizon.

T = 1le3;

% Number of tests to perform for each alpha value.
numTests = 1le3;

© 0 N O U ks W N
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[

% Create a number of Poisson processes; create 2T interarrival V
& times.

e = exprnd(l, 2%T, numTests);

% Take the cumulative sum to get arrival times.

tMany = cumsum(e) ;

% The test relies on a scaled stair function, so preprocess this vV

 stair
% function for each Poisson process before the tests.
stairVals = cell (numTests, 3);

[

% Also collect the maximiser of the compensated scaled Poisson ¥
 process.
Ms = zeros (numTests, 1);

for i=1l:numTests
% Extract the arrival times, and crop those after the obs. ¥
& window.

points = tMany(:,1); points = points(points < T);

k = numel (points);

% Create the step function.

x = points ./ T;
y = (l:k) ./ k;
[xx, yy] = stairs(x, Vv);

o)

% Store these values.
stairvals{i, 1} = xx;
stairvals{i, 2} VY

[o)

% Create the compensated scaled Poisson process.
stairvVals{i, 3} = (yy.*k — (xx .xT))./sqgrt(T);

o)

% Find the maximiser of the compensated scaled Poisson process.

Ms (i) = xx(stairVals{i, 3} == max(stairvals{i,3}));
end
observedPasses = zeros (numel (alphas), 1);
for i = l:numel (alphas)

o)

% Significance level: calculate z value.
alpha = alphas(i); z = norminv(l-alpha/2);



C.1.

51

52
53
54

55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
7
78
79
80
81
82
83
84
85
86
87
88
89
90

92
93

GOODNESS OF FIT

69

% Binary score for whether the corresponding test passed or v

G failed.
results = zeros (numTests, 1);

o)

& confidence

% bands.

for test=1:numTests
ciWidth = norminv (l-alpha/2)/sqrt(T);
yUp = stairVals{test,1} + ciWidth;
yDown = stairVals{test,1} - ciWidth;

isAbove = any(stairVals{test,2} > yUp);
isBelow = any(stairVals{test,2} < yDown);

if ~(isAbove || isBelow)
results (test) = 1;
end
end
observedPasses (1) = sum(results) / numTests;

end

% Plot the results.

figure(1l); clf; hold on;

plot ({0,111, [0,1], 'r==");

plot (1-alphas, observedPasses, 'bx—");

xlabel ('sl-\alpha$', 'interpreter', 'latex');
ylabel ('Observed acceptance fraction', 'interpreter
set (gcf, 'OuterPosition', [500,500,400,400]);
export_fig('..\images\bm approx_ test.pdf', '-pdf',
%% Fixed algorithm.

% Plot one of the 'Brownian motions'.

figure(2); clf; plot(stairvals{l,1}, stairvals{l, 3}
set (gcf, 'OuterPosition', [500,500,400,4007);

export_fig('..\images\compensated pp.pdf', '-pdf',
fixedObservedPasses = zeros (numel (alphas), 1);
for i = l:numel (alphas)

o)

% Significance level: calculate z value.
alpha = alphas(i);

o)

¢ failed.

% For each Poisson process see whether it lies within the V/

', 'latex');

'-transparent');

)i

'-transparent');

% Binary score for whether the corresponding test passed or v
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94 results = zeros (numTests, 1);

95

96 % 100 (l-alpha)$% confidence interval for the location of the V
L maximum.

97 lower = betainv(alpha/2, 0.5, 0.5);

98 upper = betainv(l-alpha/2, 0.5, 0.5);

99

100 % For each 'Brownian motion' see whether it's maximiser lies /
& within

101 % the confidence inveral.

102 for test=1l:numTests

103 % Check whether inside the confidence intervals.

104 m = Ms(test); %max(stairVals{test, 2});

105

106 if m >= lower && m <= upper

107 results (test) = 1;

108 end

109 end

110

111 fixedObservedPasses (i) = sum(results) / numTests;

112 end

113

114 % Plot the results.

115 figure(3); clf; hold on;

116 plot ([0,11, [O0,11, 'r—=");

117 plot (l-alphas, fixedObservedPasses, 'b-'");

118

119 xlabel('$1-\alpha$', 'interpreter', 'latex');

120 ylabel ('Observed acceptance fraction', 'interpreter',6 'latex');

121 set (gcf, 'OuterPosition', [500,500,400,400]);

122 export_fig('..\images\fixed bm approx_test.pdf', '-pdf', ¥
 '—transparent');

123

t compensated Poisson processes.

~ O

125 rng
126 Ts [10, 100, 1led];
127 for i=l:numel (Ts);
128 T = Ts(i);

129

124 %% P1
(4

o\

130 Create a number of Poisson processes; create 2+T V/
& interarrival times.
131 e = exprnd(l, 2T, 1);

132

o

133 Take the cumulative sum to get arrival times, and crop ¥
& those after

the obs. window.

o\°

134
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points = cumsum(e); points = points(points < T);
k = numel (points);

% Create the step function.

x = [0; points ./ TI];
y = [0; (1:k)' ./ kI;
[xx, yy] = stairs(x, Vy);

o)

% Create the compensated scaled Poisson process.
compPP = (yy.*k — (xx .*T))./sqrt(T);

% Plot the process.

figure (3+i); clf;

plot (xx, compPP); %title(sprintf ('T = %d', T));
xlabel ('$tS$', 'interpreter', 'latex');

ylabel ("SM(t)$', 'interpreter', 'latex');

% Save it.
set (gcf, 'OuterPosition', [500,500,300,3001);

name = sprintf('..\\images\\comp pp_%d.pdf', T);
export_fig(name, '-pdf', '—-transparent');

end

% Plot actual Brownian motion for comparison.

figure (6); clf; dt = le—-4;

bm = cumsum(normrnd (0, sqgrt(dt), 1/dt, 1));

plot (linspace (0, 1, numel (bm)), bm);

xlabel ('$tS$', 'interpreter', 'latex');

ylabel ('S$SB(t)$', 'interpreter', 'latex');

set (gcf, 'OuterPosition', [500,500,300,300]);

export_fig('..\images\comp pp.infinity.pdf', '-pdf', V
 '—transparent');
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C.2 Simulation methods

C.2.1 Inhomogeneous Poisson process by thinning

To generate Fig.

1 rng(2);

2 lambda = @(t) 2 + sin(t);
3 M = 4;

4 T = 4xpi;

5

6 o= [1; py = [1;

7

s r = []; ry = [1;

9

10 t = 0;

-
—

while t < T
t =t 4+ exprnd(1l/M);
if £t <T
u = rand();
if u <= lambda (t) /M
P = [Pr t];
py = [py, Mxul;
else

o N
© 0 N s W N

r = [r, tl;
ry = [ry, Mxu];
end
end

NN NN
w N o= O

end

NN N
o e

figure(l); clf; hold on;

t = 0:0.01:T;

xlabel ('$t$', 'interpreter', 'latex');
ylabel ('SUS', 'interpreter', 'latex');
plot (t, lambda(t));

line ([0, T], [M, M], 'LineWidth', 4);
scatter(p, py, '0');

scatter(r, ry, '"+');

scatter (p, zeros(size(p)), 80, [0 .5 01,
for i=1l:numel (p)

W W W W W w w NN
DU R W N = O © 0 N

& [0 .5 0]);

37 end

'filled'");

line([p(i), p(i)], [0, py(i)], 'LinesStyle', '

]

4

'Color',

7z
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38 axis ([0, T, 0, M+.01]);

39 legend({‘$\lambda(t)$','$M$',‘Accepted Points', '"Rejected ¢
 Points'}, 'interpreter', 'latex');

40

41 set (gcf, 'OuterPosition', [700,500,700,50017)

42 export_fig('..\images\pp.pdf', '-pdf', '—transparent');

C.2.2 Hawkes process by thinning
To generate Fig.|6.1b

1 % HP_CLUSTER Generate a Hawkes process using the thinning ¢
& algorithm.

2 clear all; rng(8);

3

4 % The time to simulate until.

5 T = 4;

6

7 % Hawkes process parameters.

8 lambda = 1; alpha = 1; beta = 1.2;
9

10 % Current maximum of the process.
11 M = lambda;

12

13 p = [1; py = [1;

14 r = []; ry = [];

15

16 t = 0;

17 figure(l); clf; hold on;
18

19 MXs = [];

20 MYs = [];

21

22 while t < T

23 lastM = M; lastT = t;

24 M = cif(t+le-10, p, lambda, alpha, beta);
25

26 t =t + exprnd(1/M);

27 MXs = [MXs, [lastT; t]];

28 MYs = [MYs, [M; M]];

29

30 if t < T

31 u = rand();

32 if u <= cif(t, p, lambda, alpha, beta)/M
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33 p = [p, tl;

34 py = [py, M=*ul;
35 else

36 r = [r, t];

37 ry = [ry, M=*u];
38 end

39 end

40 end

41
42

43 t = 0:0.01:T; lambdas = cif(t, p, lambda, alpha, beta);
44 xlabel ('S$tS$', 'interpreter', 'latex');

45 ylabel ('SUS', 'interpreter', 'latex');

46

47

48 h = zeros (4, 1);

49 h(l) = plot(t, lambdas);

50 h(3) = scatter(p, py, [1, [0 .5 0], 'o');

51 h(4) = scatter(r, ry, 'r+');

52

53 many = line (MXs, MYs, 'Color', 'b', 'LineWidth', 3);

54 h(2) = many(1l);

55

56 scatter(p, zeros(size(p)), 80, [0 .5 0], 's', 'filled");

57 for i=1:numel (p)

58 line([p(i), p(i)1, [0, py(i)], 'LineStyle', '-=', 'Color', ¥

& [0 .5 01);

59 end

60 axis ([0, T, 0, max(lambdas)=*1.05]);

61

62 legend(h, {'S$\lambda = (t)$','SM$', 'Accepted Points', 'Rejected v
 Points'}, 'interpreter', 'latex');

63

64 set (gcf, 'OuterPosition', [0,0,700,500])

65 export_fig('..\images\hp.-thinning.pdf', '-pdf', '-transparent');

C.2.3 Hawkes process by clustering
To generate Fig.[6.2}

\o

1 % HP_CLUSTER Generate a Hawkes process using the clustering ¥
 approach.

2 % I.e. generate cluster centres (i.e. immigrants), then create /
& the rest
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SIMULATION METHODS

[)

% of the clusters (i.e. the offspring).
clear all; rng(4);

% The time to simulate until.

T = 10;

% Hawkes process parameters.
lambda = 1; alpha = 2; beta = 1.2;

o\

& number of
descendents in each cluster.
= poissrnd (lambdaxT);
sort (T * rand(k, 1));
poissrnd (alpha/beta, k, 1);

o\

o~
Il

[)

alloff = [];

figure(1l); clf; hold on;

colorOrder = get (gca, 'ColorOrder');
% Generate each cluster.

for c=1:k

Generate the number and location of cluster centres, and the /

% For each cluster centre generate an inhomogenous PP.

color = colorOrder (mod(c, size(colorOrder, 1))+1,:);

numOffspring = poissrnd(alpha/beta);

off = C(c) + exprnd(l/beta, numOffspring, 1);

scatter(C(c), ¢, [], color, 'filled', 's');
s = scatter(off, c.xones(size(off)), [], color);
alloff = [allOff; off];

end
points = sort ([C; allOff]);

scatter (points, zeros(size (points)), 100, [0,0,0]
xlabel ('$tS$', 'interpreter', 'latex');
ylabel ('Family Number', 'interpreter', 'latex');
a = axis(); axis ([0, T, a(3), a(4)]l);

set (gcf, 'OuterPosition', [0,0,700,250])
export_fig('..\images\hp,cluster,a.pdf', '-pdf"',

’ x");

'-transparent');

%% Plot the conditional intensity function for this realisation.

figure(2); clf; hold on;

t = 0:0.01:T; lambdas = cif(t, points, lambda, alpha, beta);

plot (t, lambdas);
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48 scatter (points, zeros(size(points)), 100, [0,0,0]1, 'x");

149 xlabel ('S$tS$', 'interpreter', 'latex');

50 ylabel ('S$\lambda =+ (t)$', 'interpreter', 'latex');

51

52 set (gcf, 'OuterPosition', [0,0,700,25017)

53 export_fig('..\images\hp_cluster b.pdf', '—-pdf', '-transparent');

C.2.4 Exact simulation of Hawkes process

1 function T = SimulateHawkes (lambda_0, mean_jump, delta, K_hat)
2 % Parameters:

3 % * lambda_-0 - Starting intensity

4 % * mean_jump - Amount intensity increases after an arrival
5 % * delta — Decay of intensity over time

6 % * K_hat - Number of arrival times to simulate

7 % Reference: Exact simulation of Hawkes process

8 % with exponentially decaying intensity 2013
9 % http://ecp.ejpecp.org/article/view/2717

10 W = zeros(l, K_hat);

11

12 a = lambda_0;

13 lambda_Tplus = lambda_0;

14

15 for k = 1:K_hat

16 u = rand;

17 D = 1 + delta*xlog(u)/ (lambda_Tplus - a);

18

19 if D>0

20 S = min([-1/delta * log(D), —-(1/a) * log(rand)]);
21 else

22 S = —-(1/a) * log(rand);

23 end

24

25 W(k) = S;

26

27 lambda_Tminus = (lambda_Tplus-a) x exp(-delta * S) + a;
28 lambda_Tplus = lambda_-Tminus + mean_jump;

29 end

30

31 T = cumsum (W) ;

32 end
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